B.A./B.Sc. (E-6th)/H/2022(CBCS)CC-13
B. A/B.Sc. 6th Semester (Honours) Examination, 2022 (CBCS)

Subject : Economics

Paper : CC-13
(Basic Econometrics)

Time : 3 Hours Full Marks : 60

The figures in the margin indicate full marks. Candidates are required to give their answers in

their own words as far as practicable.
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1.  Answer any ten questions : 10x2=20
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Write down the basic difference between a Deterministic Model and a Stochastic Model.
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State the assumptions of a Classical Linear Regression Model (CLRM).
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In a two variable regression model which one would you consider to be a CLRM; give
reason.

DY, =B +B X, () Y, =4 +p,X" i) Y, =6+ 6, + X,
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MDY, = p +yB5 X, (i) ¥, = g + g, X" (i) ¥; = £, + S, + X,

Write down the relationship between Adjusted R? (EZ) and R?

GITATFT R (R*) @3 R>«F 5 7% fore |
State the main three goals those we can achieve with the help of econometrics.
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Mention any two causes for which the problem of Heteroscedasticity arises.
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What do you mean by Dummy variable trap?
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(h) Mention any two consequences of applying OLS method in a regression model in the
presence of Autocorrelation.
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(1) What is the difference between the Exact and Near exact Multicollinearity?
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(j) What is population Regression function?
A9 fHrasi e 2

(k) Mention any tworeasons for which the problem of Multicollinearity arises.
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(1) What do you mean by dummy variable?
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(m) Construct a regression model taking dummy variable as a regressand with the help of an
example from reality.
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(n) Name the different types of model specification errors.
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(0) Write down the most important consequence of model specification error when an irrelevant
variable is included in a regression model.
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Answer any four questions : 4x5=20
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(a) Consider the following estimated regression equation : yj = g +1.5xi+e; With estimated
standard error of S Coefficient 0.5. It has further been given that R? =0.5, X =10, Y =25
and ZYiz = 6895. 1+4

i=1
Find out the following :

(a) Sample size (n), (b) The estimated intercept ().
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“§e14® estimated regression equation 6 =Ream= 0 —

Yi=a+1.5xi+ei 947 B %5 estimated Standard error =0.5.

A (e |TZ— R = 0.5, X =10,7 =25 and D Yi’ = 6895

i=1
el @@ F9—
(a) <1 =ITS(n), (b) The estimated intercept (a).

Show that TSS=ESS+RSS in a two variable regression model where TSS=Total sum of
squares, ESS=Explained sum of squares and RSS=Residual sum of squares. Why 1* is used
to measure the goodness of fit of a model? 4+1
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Find out the estimate of the variance of random disturbance term 'u', show that it is an

Unbiased estimate of true variance of 'u' i.e. 8. 4+1
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Derive the mean and variance of the auto correlated disturbance term in case of a 1st order
autoregressive scheme. 243
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What is Heteroscedasticity? Explain the Goldfeld and Quandt test for detecting the problem
of Heteroscedasticity. 243

EHEECRHT e 8 @Ry @GEitEetehta T SFeE e — @S
AT AL G [

What do you mean by Variance Inflating Factors (VIF)? Explain the role of VIF to measure
the extent of multicollinearity. 2+3
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Answer any two questions : 2x10=20
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Derive the least square estimates of the parameters in a two variable linear regression
model.
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What is the full form of 'BLUE'? Show that the ordinary least square estimates are BLUE
in case of a two variable linear regression model.

o
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The following table includes the data on the quantity supplied for export of commodity X
(in metric tons) at the corresponding prices P (in thouand rupees).

Year 1988 89 90 91 92 93 94 95 96 97
X 5 4 3 4 7 9 8 10 8 2
P 2 4 2 3 8 7 6 8 7 3

Extimate the supply function which is a linear one. What will be the estimated quantity
of supply when price is 10?

fsferive swdice ffen vt sfieies X w99 we SiF @ieiers sfsiaef ore
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&l 1988 89 90 91 92 93 94 95 96 97
X 5 4 3 4 7 9 8 10 8 2
P: 2 4 2 3 8 7 6 8 7 3

In a three variable (one explained and the other two explanatory variables) regression model
say Y, = f, + B X, + 5, X, +u i=1,2,3 n

Find out the OLS estimates of f,, f,and S, .
Show that the Dispersion Matrix of the Variance Covariance Matrix of g is given by

5? (X‘X)’1 6+4
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